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The (constrained) canonical reduction of four-dimensional self-dual SU(2) and SU(3)
Yang–Mills theory to two-dimensional nonlinear Schr¨odinger (NS) and Korteweg–de
Vries (KdV) equations are considered. The B¨acklund transformations (BTs) are imple-
mented to obtain new classes of exact solutions for the reduced two-dimensional NS
and KdV models.
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1. INTRODUCTION

The self-dual Yang–Mills (SDYM) equations were introduced by Yang and
Mills (1954). The essential idea of Yang and Mills (1954) is to consider an analytic
continuation of the gauge potentialAµ into a complex space wherex1, x2, x3, andx4

are complex. The self-duality equationsFµν = ∗Fµν are then valid also in complex
space, in a region containing real space where thexs are real. Now consider four
new complex variablesy, ȳ, z, andz̄ defined by

√
2y = x1+ i x2,

√
2ȳ = x1− i x2,

(1.1)√
2z = x3− i x4,

√
2z̄= x3+ i x4.

The canonical formalism for the SDYM system has been established by Chau
and Yamanaka (1992, 1993). It is simple to check that the self-duality equations
Fµν = ∗Fµν reduce to

Fyz = 0, Fȳz̄ = 0,

Fyȳ + Fzz̄ = 0. (1.2)
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Equations (1.2) can be immediately integrated, since they are pure gauge, to give

Ay = D−1Dy, Az = D−1Dz, Aȳ = D̄−1D̄ ȳ, Az̄ = D̄−1D̄z̄, (1.3)

where D and D̄ are arbitrary 2× 2 complex matrix functions ofy, ȳ, z, and z̄
with determinant= 1 (for SU(2) gauge group) andD and D̄ are arbitrary 3× 3
complex matrix functions ofy, ȳ, z, andz̄ with determinant= 1 (for SU(3) gauge
group),Dy = ∂y D, etc.

For real gauge fieldsA
.= −A+ (the symbol

.= is used for equations valid
only for real values ofx1, x2, x3, andx4), we require

D̄
.= (D+)−1. (1.4)

Gauge transformations are the transformations

D→ DU, D̄→ D̄U, U+U
.= I (1.5)

whereU is a 2× 2 complex matrix function ofy, ȳ, z, andz̄with determinant= 1
(for SU(2) gauge group) andU is a 3× 3 complex matrix function ofy, ȳ, z, and
z̄ with determinant= 1 (for SU(3) gauge group). Under transformation (1.5),
Eq. (1.4) remains unchanged. We now define the Hermitian matrixJ as

J ≡ DD̄−1 .= DD+. (1.6)

J has the very important property of being invariant under the gauge transformation
equation (1.5). The only nonvanishing field strengths in terms ofJ become

Fuv̄ = −D̄−1(J−1Ju)v̄ D̄, (1.7)

(u, v = y, z) and the remaining self-duality Eq. (1.2) takes the form:

(J−1Jy)ȳ + (J−1Jz)z̄ = 0. (1.8)

The action density in terms ofJ is

8(J) = −1

2
TrFµνFµν = −2 Tr(FyȳFzz̄+ Fyz̄Fȳz)

= −2 Tr{(J−1Jy)ȳ(J−1Jz)z̄− (J−1Jy)z̄(J−1Jz)ȳ} (1.9)

where

Fµν = ∂µAν − ∂νAµ − [ Aµ, Aν ] (1.10)

In this paper, we present a set of exact solutions by applying the BTs (Abolwitz
and Clarkson, 1991; Chan and Zheng, 1989; Rogers and Shodwick, 1982) for
NS and KdV equations in two dimensions. Consequently we find exact solutions
for self-dual SU(2) and SU(3) Yang–Mills equations. The paper is organized as
follows: This introduction is followed by the reduction of self-dual SU(2) Yang–
Mills theory to nonlinear Schr¨odinger (NS) and Korteweg–de Vries (KdV) theories
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in two dimensions, together with the implementation of B¨acklund transformations
(BTs) to generate new classes of exact solutions in Section 2. In Section 3 the
reduction of self-dual SU(3) Yang–Mills theory to NS and KdV theories in two
dimensions as well.

2. EXACT SOLUTIONS FOR SELF-DUAL SU(2)
YANG–MILLS EQUATIONS

2.1. Canonical Reduction of Self-Dual SU(2) Yang–Mills Theory to Nonlinear
Schrödinger NS Equation in Two Dimensions and Exact Solutions

It is well-known that a two-dimensional integrable NS equation can be ob-
tained by reduction from (1.2) and (1.3), i.e. the NS equation can be obtained by
putting (Geet al., 1994; Khateret al., 1999a)

Ay = aI3, Az = 1

2
i I 1, Az̄ = bI2, Aȳ = 0, (2.1.1)

wherea andb depend ony and ȳ only, andIi are pauli matrices

I1 =
[

0 1

1 0

]
, I2 =

[
0 −i

i 0

]
, I3 =

[
1 0

0 −1

]
,

with U = U (y, ȳ) and

a = Uȳ, b = −iUy − 2U2U ∗. (2.1.2)

Substituting (2.1.1) and (2.1.2) into (1.2), we obtain the NS equation

iUy +Uȳȳ + 2U2U ∗ = 0. (2.1.3)

Then we find the solution of NS equation by the AKNS (Ablowitz, Kaup, Newell,
and Segur) system as follows (Ablowitzet al., 1973):

It is known that many nonlinear evolution equations (NEEs) can be derived
from the following AKNS system

φȳ = Pφ, φy = Qφ, (2.1.4)

where

φ =
[
φ1

φ2

]
, (2.1.5)

andP andQ are two 2× 2 null-trace matrices,

P =
[
η q

r −n

]
, Q =

[
A B

C −A

]
. (2.1.6)

Hereη is a parameter, independent ofy and ȳ, andq andr are functions ofy and
ȳ, whereP andQ must satisfy the following integrability condition:

Py − Qȳ + P Q− Q P = 0. (2.1.7)
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We obtain various NEEs of physical interest depending on the choices of
A, B, C, andr. Konno and Wadati (1975) introduced the function

0 = φ1

φ2
, (2.1.8)

and, for each of the NEE, derived a BT with the following form:

U ′ = U + f (0, η), (2.1.9)

whereU ′ is a new solution.
To construct the NS equation (2.1.3) from the AKNS system (2.1.4), we take

r, A, B, andC in the form

r = −U ∗, q = U, A = 2iη2+ iUU ∗,
(2.1.10)

B = 2iηU + iU ȳ, C = −2iηU ∗ + iU ∗ȳ
Substituting from Eq. (2.1.10) into the condition (2.1.7), we get the NS equation
(2.1.3), and derive the new solutionU ′ from the known solutionU by using the BT

U ′ = −U − 4η0

1+ |0|2 . (2.1.11)

Now, we shall choose a known solution of the above NS equation (2.1.3).
Next we solve the AKNS system (2.1.4) forφ1 andφ2. Then by Eq. (2.1.8) and the
corresponding BT (2.1.11) we will obtain a new solution of the NS equation (2.1.3).
Let the constant solution of (2.1.3) be

U = 0. (2.1.12)

From the AKNS system (2.1.4),

dφ = φy dy+ φȳ dȳ = Pφ dρ , (2.1.13)

where

P =
[
η 0

0 −η
]

, (η is real),

ρ = ȳ+ 2iηy. (2.1.14)

The solution of (2.1.13) is

φ =
[

exp(ηρ) 0

0 exp(ηρ)

]
φ0. (2.1.15)

Now, we chooseϕ0 = (1, 1)T in (2.1.15) and use (2.1.8), then BT (2.1.11)
gives the new solutions of the NS equation (2.1.3) corresponding to the known
constant NS solutions (2.1.12)

U = −2η exp(4iη2y) sech(2η ȳ). (2.1.16)
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Then we find the constantsa andb. Consequently we obtain the gauge potentialAµ.

a = Uȳ = −4η2 exp(4iη2y)(sech2η ȳ) tanh(2η ȳ), (2.1.17)

b = − 8η3 exp(4iη2y)(sech2η ȳ)+ 16η3 exp(4iη2(2y− ȳ))

× (sech2 2η ȳ)(sech2ηy). (2.1.18)

Then we find

Ay =


−4η2 exp(4iη2y)(sech2η ȳ) 0
× tanh(2η ȳ)

4η2 exp(4iη2y)(sech2η ȳ)
0 × tanh(2η ȳ)

 ,

Aȳ = 0, (2.1.19)

Az =
[

0 (1/2)i

(1/2)i 0

]
, (2.1.20)

Az̄ =


0 −i [−8η3 exp(4iη2y)(sech2η ȳ)

+ 16η3 exp(4iη2(2y− ȳ))
× (sech22η ȳ)(sech2ηy)]

i [−8η3 exp(4iη2y)(sech2η ȳ)
+ 16η3 exp(4iη2(2y− ȳ))
× (sech22η ȳ)(sech2ηy)] 0


(2.1.21)

2.2. Canonical Reduction of Self-Dual SU(2) Yang–Mills Theory
to KdV Equation in Two Dimensions and Exact Solutions

It is well-known that the two-dimensional integrable KdV equation can be
obtained by reduction from (1.2) and (1.3), then the KdV equation can be obtained
by setting (Geet al., 1994; Khateret al., 1999a)

Ay = aI3, Aȳ = 0, Az = bI2, Az̄ = 1

2
i I 1, (2.2.1)

where

a = qȳȳ + 3q2, b = qy.

Substituting (2.2.1) into (1.2), we obtain the KdV equation

qy + qȳȳȳ + 6qqȳ = 0 (2.2.2)
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To construct the KdV equation (2.2.2) from the AKNS system (2.1.4), we takeP
andQ in the form

P =
[
η q

−1 −η

]
,

(2.2.3)

Q =
[−4η3− 2ηq − qȳ −4η2q − 2q2− 2ηqȳ − qȳȳ

4η2+ 2q 4η3+ 2ηq + qȳ

]
.

Substituting from (2.2.3) into the condition (2.1.7), we get the KdV equations
(2.2.1), and to derive the new solutionq′ from the known solutionq by using the BT

q′ = q − 2 ln0ȳ. (2.2.4)

Now we shall choose a known solution of the above KdV equation (2.2.2) as a
simple functionq = q(y, ȳ) and substitute these solutions into the corresponding
matricesP andQ. By direct calculation we take

q = ȳ− k1

3(2y− k2)

(
k1 andk2 are constants,y 6= k2

2

)
(2.2.5)

as a simple function solution of the KdV equation (2.2.2).
In this case the system (2.1.4)–(2.1.6) cannot be solved for the vectorφ

as a whole, but can be solved in component formsφ1 andφ2 separately. From
(2.1.4)–(2.1.6), after inserting the known solutionq(y, ȳ) of the KdV equation
into the corresponding matricesP andQ, one has the following system of partial
differential equations for the unknownsφ1 andφ2:

φȳ =
[
φ1

φ2

]
ȳ

= Pφ =
[
η q

r −η
] [
φ1

φ2

]
and

φy =
[
φ1

φ2

]
y

= Qφ =
[

A B

C −A

] [
φ1

φ2

]
.

Hence

φ1ȳ = ηφ1+ qφ2, (2.2.6)

φ2ȳ = rφ1+ ηφ2, (2.2.7)

φ1y = Aφ1+ Bφ2, (2.2.8)

and

φ2y = Cφ1+ Aφ2. (2.2.9)
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These equations are compatible under the conditions of the assumed values
of matricesP andQ connected with the considered NEEs. Solveφ1 from (2.2.7)
giving

φ1 =
(

1

r

)
(φ2ȳ + ηφ2). (2.2.10)

Substitutingφ1 into (2.2.9)

φ2y =
(

C

r

)
(φ2ȳ + ηφ2)− Aφ2,

and by using Eq. (2.1.7) yields

r y − Cȳ + 2r A − 2ηC = 0,

rφ2y = C(φ2ȳ + ηφ2)− r Aφ2,

then

Cφ2ȳ − rφ2y =
(

1

2

)
(Cȳ − r y)φ2. (2.2.11)

This is a linear first-order partial differential equation withφ2 as its unknown
function; it can be solved by the method of characteristics. Afterφ2 has been
obtained from (2.2.11); substituting it into (2.2.10), one obtainsφ1 and thus the
resulting two general solutionsφ1 andφ2, which contain an arbitrary functiong.
This arbitrary function can be determined by demanding that the two solutions
φ1 andφ2 satisfy either (2.2.6) or (2.2.8), which will yield a second-order linear
ordinary differential equation with the functiong as its unknown. If one can solve
for the functiong, we obtain the two particular solutionsφ1 andφ2. Finally, by
applying (2.1.8) and the BT corresponding to the KdV equation we shall obtain
a new solution of the KdV equation. Inserting (2.2.5) into (2.2.11), together with
(2.2.3), gives

4η2+ 2(ȳ− k1)

3(2y− k2)
φ2ȳ + φ2y = 1

3(2y− k2)
φ2. (2.2.12)

Equation (2.2.12) has the following system of ordinary differential equations as
its characteristic equations,

dȳ

dy
= 4η2+ 2(ȳ− k1)

3(2y− k2)
, (2.2.13)

dφ2

dy
= 1

3(2y− k2)
. (2.2.14)



P1: GCQ/GOQ/FYJ/ P2: FOM

International Journal of Theoretical Physics [ijtp] pp365-ijtp-366308 February 6, 2002 12:36 Style file version Nov. 19th, 1999

416 Khater and Sayed

Solving these two equations gives the general solution of the unknownφ2 in
Eq. (2.2.12), which reads

φ2 = (2y− k2)1/6g(θ ),

θ = (ȳ− k1)(2y− k2)−1/3− 3η2(2y− k2)2/3, (2.2.15)

whereg is an arbitrary differentiable function. Substituting (2.2.5) and (2.2.15)
into (2.2.10) gives the general solution ofφ1, which reads

φ1 = −(2y− k2)−1/6 dg

dθ
− η(2y− k2)1/6g(θ ). (2.2.16)

To determine the functiong(θ ), substituting (2.2.5), (2.2.15), and (2.2.16)
into (2.2.6), we find thatg(θ ) must satisfy the following Airy equation (Oliver,
1974):

d2g

dθ2
+ θ

3
g = 0. (2.2.17)

i.e.

g = (A1C1+ B1C2)

(
i θ

(−1

3

)1/3
)

, (2.2.18)

whereA1 andB1 are two Airy functions,

A1 = A1(θ ), (2.2.19)

B1 = B1(θ ), (2.2.20)

whereC1 andC2 are two arbitrary constants. Afterg has been determined, (2.2.15),
(2.2.16), and (2.1.8) lead to

0 = −(2y− k2)−1/3 d

dθ
(ln g)− η; (2.2.21)

then substituting this0 and (2.2.5) into the BT (2.2.4), we arrive at the new solution
q′ of the KdV equation (2.2.2) corresponding to the known solution (2.2.5):

q′ = ȳ− k1

3(2y− k2)
+ 2(2y− k2)−2/3 d2

dθ2
(ln g), (2.2.22)

where

θ = (ȳ− k1)(2y− k2)−1/3− 3η2(2y− k2)2/3.

Consequently we can calculate the gauge potentialAµ, from Eq. (2.2.22).
Then

Ay =
[

a 0

0 −a

]
, Aȳ = 0, Az̄ =

[
0 (1/2)i

(1/2)i 0

]
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Az =
[

0 −ib
ib 0

]
, (2.2.23)

where

a = 2(2y− k2)−4/3 d4

dθ4
(ln g)+ 3

[
(ȳ− k1)

3(2y− k2)
+ 2(2y− k2)−3/2 d2

dθ2
(ln g)

]2

(2.2.24)

b = −2(ȳ− k1)

3(2y− k2)2

[
1+ 2

d3

dθ3
(ln g)

]
− 8(2y− k2)−1

×
[

1

3
(2y− k2)−2/3 d2

dθ2
(ln g)+ η2 d3

dθ3
(ln g)

]
.

We note that the self-dual SU(2) Yang–Mills equations hold.

3. EXACT SOLUTIONS FOR SELF-DUAL SU(3)
YANG–MILLS EQUATIONS

3.1. Canonical Reduction of Self-Dual SU(3) Yang–Mills Theory
to NS Equation in Two Dimensions and Exact Solutions

It is well-known that two-dimensional integrable sine-Gordon equation can
be obtained by reduction from (1.2) and (1.3); then the NS equation can be obtained
by setting (Khateret al., 1999b)

Ay = (−ai)λ2, Aȳ = 0,
(3.1.1)

Az = 1

4
λ1, Az̄ = bλ3,

wherea and b depend ony and ȳ only, andλa (a = 1, . . . , 8) are the SU(3)
Gell–Mann matrices, withU = U (y, ȳ) and

λ1 =
 1 0 1

0 0 0
−1 0 −1

, λ2 =
0 0 i

0 0 0
i 0 0

, λ3 =
1 0 −1

0 0 0
1 0 −1

,

λ4 =
0 1 0

0 0 0
0 −1 0

, λ5 =
0 0 0

1 0 1
0 0 0

, λ6 =
0 1 0

0 0 0
0 1 0

,

λ7 =
0 0 0

1 0 −1
0 0 0

, λ8 =
1 0 0

0 −2 0
0 0 1

,

a = Uȳ, b = −iUy − 2U2U ∗. (3.1.2)
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Substituting (3.1.1) and (3.1.2) into (1.2), we obtain the NS equation

iUy +Uȳȳ + 2U2U ∗ = 0. (3.1.3)

From Eq. (2.1.16) we obtain the gauge potentialAµ

Ay =


0 0 −4η2 exp(4iη2y)

× (sech2η ȳ) tanh(2η ȳ)
0 0 0

−4η2 exp(4iη2y) 0 0
× (sech2η ȳ) tanh(2η ȳ)

 ,

Aȳ = 0, (3.1.4)

Az =

 1/4 0 1/4

0 0 0

−1/4 0 −1/4

 , (3.1.5)

Az̄ =



−8η3 exp(4iη2y)(sech2η ȳ) 8η3 exp(4iη2y)(sech2η ȳ)
+ 16η3 exp(4iη2(2y− ȳ)) 0 − 16η3 exp(4ıη2(2y− ȳ))
× (sech22η ȳ)(sech2ηy) × (sech22η ȳ)(sech2ηy)

0 0 0
−8η3 exp(4iη2y)(sech2η ȳ) 8η3 exp(4iη2y)(sech2η ȳ)
+ 16η3 exp(4iη2(2y− ȳ)) 0 − 16η3 exp(4iη2(2y− ȳ))
× (sech22η ȳ)(sech2ηy) × (sech22η ȳ)(sech2ηy)


(3.1.6)

3.2. Canonical Reduction of Self-Dual SU(3) Yang–Mills Theory to KdV
Equation in Two Dimensions and Exact Solutions

It is well-known that the two-dimensional integrable KdV equation can be
obtained by reduction from (1.2) and (1.3), then the KdV equation can be obtained
by setting (Khateret al., 1999b)

Ay = aiλ2, Aȳ = 0, Az = −(1/4)λ1, Az̄ = bλ3, (3.2.1)

where

a = qȳȳ + 3q2, b = qy.

Substituting (3.2.1) into (1.2), we obtain the KdV equation

qy + qȳȳȳ + 6qqȳ = 0 (3.2.2)
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Consequently, we can calculate the gauge potentialAµ, from Eq. (2.2.22),
then

Ay =
 0 0 −a

0 0 0
−a 0 0

 , Aȳ = 0, Az̄ =
b 0 −b

0 0 0
b 0 −b



Az =
−(1/4) 0 −(1/4)

0 0 0
1/4 0 1/4

 . (3.2.3)

where

a = 2(2y− k2)−4/3 d4

dθ4
(ln g)+ 3

[
(ȳ− k1)

3(2y− k2)
+ 2(2y− k2)−3/2 d2

dθ2
(ln g)

]2

(3.2.4)

b = −2(ȳ− k1)

3(2y− k2)2

[
1+ 2

d3

dθ3
(ln g)

]
− 8(2y− k2)−1

×
[

1

3
(2y− k2)−2/3 d2

dθ2
(ln g)+ η2 d3

dθ3
(ln g)

]
.

We note that the self-dual SU(3) Yang–Mills equations hold.
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